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Abstract
The sub-band-gap excited photoconductivity (PC) time decay and the film
structure of rf-sputter deposited nanocrystalline TiO2 thin films have been
studied. Atomic force microscopy and x-ray diffraction measurements were
used to assess roughness, crystalline structure and mean grain size of the
films. Samples fabricated under different deposition conditions exhibit different
microstructures and absolute PC, but similar persistent PC behaviour after
switching off the light source. The very slow PC decay can be well represented
by a function that is nearly constant for short times and decreases as a power
law for times longer than about 100 s. This function is shown to be consistent
with a rate equation characterized by a relaxation time that increases linearly
with time. This behaviour, in turn, agrees with predictions of a previously
reported model that assumes electron–hole recombination limited by carrier-
density-dependent potential barriers associated with inhomogeneities. These
results may have important implications on attempts to determine distributions
of trap energies from PC decay curves in TiO2.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Many important applications of TiO2 thin films, such as in photo-electrochemical solar cells,
photo-catalytic reactors for pollution control and chemical sensors, require a high surface area
for enhancement of the active film contact with the surrounding medium [1]. One way of
achieving this is by physical vapour deposition of films exhibiting high surface roughness.
This can be done by choosing deposition conditions where the mobility of depositing atoms is
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kinetically limited (i.e. by reducing the substrate temperature and/or increasing the deposition
rate) [2]. Corresponding bulk structures, however, are usually heterogeneous, and small
crystallites in distinct polymorphs can coexist with nanometric amorphous and low-density
regions. Critical questions then naturally arise regarding the carrier transport mechanisms
that apply in such structures, which are not only very relevant for the various technological
applications of TiO2 thin films, but also of timely fundamental interest. In recent years, intense
theoretical and experimental activity aimed at the understanding of transport in disordered
media has been carried out [3]. The measurement of photoconductivity (PC) decay has been
one of the important characterization methods of charge transport in amorphous [4], organic
solids [5], polymers [6] and polycrystalline [7, 8] semiconductors. In polycrystalline wide
band gap oxide semiconductors such as ZnO and TiO2, the PC has been observed to decay very
slowly, over a period of many hours to several days [7–9]. This slow decay is often referred to as
‘persistent PC’ and different possible explanations have been proposed [4–10]. In some cases,
models have been fitted to the experimental data for the determination of electronic parameters
of the materials, such as the energy distribution of charge carrier traps [7, 8].

In this paper, we report on the sub-gap PC decay in rf-sputtered nanocrystalline TiOx

(x ∼ 2) thin films prepared under different deposition conditions that lead to samples with
various distinct structural properties. These samples exhibit interesting hysteretic current–
voltage characteristics at sufficiently large voltages, indicative of a switching effect [11–13]
and, as shown here, they present persistent PC behaviour. We find that the conductivity after
the illumination is interrupted changes very little for short times and decays as a power law for
longer times. This behaviour differs from results from TiO2 thin films reported in the literature
and is shown here to be consistent with a PC relaxation time that evolves linearly with time.
This finding leads us to conclude that charge separation due to internal potential barriers due
to inhomogeneities, which has been neglected in previous interpretations [7–9], may be an
important determining factor of the PC decay profiles in nanocrystalline TiO2.

2. Experimental details

Samples were reactively rf-sputtered TiOx thin films (400–500 nm thickness) deposited onto
commercial low-resistivity indium–tin-oxide (ITO) coated glass and Corning glass substrates.
A 99.95% purity Ti target and mixtures of O2 and Ar gases (5N purity) were used in the
depositions (typical base pressure 2 × 10−7 mbar). The composition (O/Ti ratio or x in
TiOx ) was determined by Rutherford backscattering measurements. Several Ag electrodes
were vacuum deposited on the top of the thin films. A Keithley 617 electrometer was
used to measure the current while polarizing the samples between one of the Ag and the
bottom ITO electrodes with the built-in power source set at 0.1 V. This voltage (an applied
field of about 2 × 103 V cm−1) corresponds to the linear (ohmic) regime of the I –V curve,
which bends upwards and becomes hysteretic for voltages above ∼0.3 V, indicating switching
behaviour [13]. PC decay was studied in vacuum by measuring the current changes after
excitation of the films through the transparent ITO electrode using two commercial light-
emitting diodes (peak at hν = 3.1 eV and spectral definition ∼5%) as the light source. This
photon energy is slightly lower than the TiO2 band gap energies and hence films are illuminated
thoroughly from the transparent ITO contact up to the Ag electrode. From the measured optical
absorption coefficients and film thicknesses, we estimate that ∼10–14% of the incident photon
flux is actually absorbed in the TiO2 films. The samples were illuminated for 30–200 min
(estimated flux density of ∼10 mW cm−2) until the current had increased significantly but
had not in general achieved saturation; then the light source was switched off at t = 0 for
PC decay measurements in typically the t = 0.5–10 000 s range. The morphology of the
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Figure 1. AFM image of sample S2.

Table 1. Relevant structural parameters (RMS roughness, anatase to rutile ratio and mean crystallite
size) and band gap of the TiOx films examined in this work.

TiOx

sample x(±0.02)

RMS roughness
(nm)

Anatase to
rutile ratio

Mean cryst.
size (nm)

Eg

(eV)

S1 2.04 6 5.5 37 3.34
S2 2.00 12 0.3 7 3.18

films was assessed through atomic force microscopy (AFM). The crystalline structure and
mean crystallite size (c.s.) were determined from x-ray diffraction patterns, which showed
peaks corresponding to the two main TiO2 polymorphs, namely anatase and rutile. Optical
parameters were obtained from optical transmittance measurements in the visible–UV range
using a procedure outlined by Swanepoel [14]. The gap energy (Eg) was estimated from the
relation α1/2 ∝ hν − Eg (where α and hν are the absorption coefficient and photon energy,
respectively) corresponding to indirect transition, as expected for TiO2 since direct transitions
are dipole forbidden in this material [15].

3. Results

Two TiOx samples (S1 and S2) with x ∼ 2 were chosen here for a careful study of the PC decay.
S1 was grown on heated (350 ◦C) substrates, while S2 was grown with no intentional heating of
the substrates (some unintentional heating occurred as a result of bombardment of the growth
surface by plasma and sputtered products). As expected, S1 exhibits larger crystallites and a
smoother morphology as compared with S2. The main physical properties of both films are
presented in table 1. It can be noted that substrate heating during growth also promotes the
preferential formation of anatase in S1, while the deposition at the lower temperature leads to
preferential formation of small rutile crystallites.

Figure 1 shows an AFM picture of S2. Large features of about 300 nm diameter can
be seen on the surface, which are much larger than the mean c.s. of 7 nm. This kind of
morphology is usually ascribed to the formation of non-coalescent islands during the first stages
of the deposition followed by preferential growth on the top of the islands due to shadowing
effects, leading to density-heterogeneous structures as expressed in Thornton’s physical vapour
deposition diagram for the low temperature growth regime [16]. Corresponding AFM images
of S1, in contrast (not shown), reveal small features, of the same order as the corresponding c.s.
of 37 nm, indicating that the morphology here is not limited by low adatom mobilities during
deposition but by crystallite facets.

3



J. Phys.: Condens. Matter 19 (2007) 486205 D Comedi et al

Figure 2. Absorption coefficient (α) as a function of the photon energy for samples S1 and S2.
Solid lines through the data points are guides to the eye. The vertical dashed lines indicate the
corresponding band gap energies for S1 and S2 (from table 1); the horizontal dashed line shows
the corresponding α values (almost identical for both samples). Arrows indicate the photon energy
used in the PC experiments.

Figure 2 shows the absorption coefficient as a function of the incident photon energy for
samples S1 and S2. The red shift of the absorption edge for S2 with respect to that for S1 is
mainly due to the expected smaller band gap of the rutile phase as compared to anatase [17]. S2,
in addition, presents increased sub-gap absorption (between 2.7 and 3.1 eV), indicating a larger
density of band gap states close to either the conduction or valence bands, or both. These levels
are presumably due to disorder-induced (bond angle and length distortions) localized states and
could also be disorder-broadened point defect levels (O vacancies or Ti interstitials [18, 19])
at grain boundaries. The broad absorption edges in figure 2 (between 3.1 and ∼3.5 eV) are
consistent with exponential functions of energy with characteristic slopes of 0.12 eV (S1)
and 0.15 eV (S2). Such large slopes are consistent with exponentially decaying density of
localized state tails beyond the energy bands into the band gap. These have been reported
for amorphous [20] and polycrystalline [21] semiconductors, including nanocrystalline TiO2

films [22], and are usually ascribed to lattice disorder (strain) or to potential fluctuations due to
charged states at point or grain boundary defects.

Figure 3 shows the electrical current measured in samples S1 and S2 after switching off
the light source at t = 0. The dark current values for both samples are also shown for reference.
Sample S1 is four times more resistive in the dark than S2 at room temperature, but it turns out
to be about 3000 times more conductive than S2 when illuminated (note the break in the current
scale in figure 3). The conduction in the dark at RT is dominated by phonon assisted variable
range hopping between localized states near the Fermi energy [11, 12]. The slightly larger
dark resistivity of S1 as compared to S2 is thought to be due to a reduced hopping probability
resulting from a larger mean distance between hopping sites associated with the lower density
of disorder-related states in this sample. It can also be seen in figure 3 that after the excitation
has been switched off, the current changes very little for about 30–50 s, and then falls off very
slowly for both S1 and S2. The current in S1 is a smooth function of time; that of S2, in turn, is
somewhat noisy. It should be emphasized, however, that these fluctuations are well above the
noise level of the measurement system.

In figure 4, the data of figure 3 have been replotted as the normalized PC decay profile,
defined as �σ(t)/�σ(0) and calculated by equating it to the normalized current difference,
namely [I (t) − Idark]/[I (0) − Idark]. Despite the significant differences in microstructure
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Figure 3. Current as a function of time for samples S1 and S2 at room temperature. The
corresponding currents measured in the dark are shown for reference as horizontal dashed lines.
The illumination duration was 1800 s and then the light source was turned off at t = 0. Note the
break in the current scale.

Figure 4. Photoconductivity normalized by its value just before switching off the light source at
t = 0 for samples S1 and S2 as a function of time. The solid line is a model fit to the S1 data
(equation (1)), as explained in section 4 in the text.

between S1 and S2, the overall decay profile is quite similar for both samples, except for the
fluctuations observed for S2. Furthermore, it is clear from the linear dependence of the S1 data
for t > 100 s that the PC relaxation obeys a power-law time decay.

4. Discussion

During sub-gap illumination, electrons and holes are readily promoted from localized band gap
states into extended states in the conduction and valence bands and the conductivity increases.
Many of these charges, however, will be rapidly captured by shallow traps and may eventually
fall into deep traps. Conduction in these samples is n-type as it often is in TiO2 due to the
much lower hole mobility than electron mobility [23]. Electrons trapped in sub-gap states may
be reemitted back to the band, and then the transport may be dispersive as described by the
multiple trapping model [24], or within continuum random walk [25] theory. The equivalences
and differences between these two approaches have been discussed recently [26]. The measured
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Figure 5. Current as a function of time for sample S1 (open circles, from figure 3) and results
of calculations using a model [8] that assumes that current decay is essentially determined by
thermal emission of holes from deep levels. The current values are normalized to their value at
t = 0 to compare decay profiles. The deep level distribution (inset) was assumed to be a Gaussian
(width = 0.07 eV) located at 0.85 eV (solid line) and 0.87 eV (dotted line). The dashed line
corresponds to a Gaussian position and width of 0.87 and 0.03 eV, respectively.

conductivity after illumination should be determined by the effective density of electrons in
conduction states and the effective mobility, which may be very different from the hopping
mobility of carriers in the dark. Since the material is spatially inhomogeneous, however, it is
expected that regions close to interfaces will have larger trap densities than others, and therefore
they may exhibit space charge and potential barriers that could affect the conductivity locally.

The present PC decay experiments should be distinguished from photocarrier transients
measured after short light pulse excitations [27]. Those transients occur for very short times
and usually probe electron photocarrier transport within band tails before they can recombine.
The power-law transients observed in such experiments are usually interpreted in terms of
multiple trapping transport in an exponential band tail trap distribution. The time profile
of slow PC decays studied here, in contrast, are expected to be dominated by electron–hole
recombination processes. Previous studies of the PC decay in TiO2 and ZnO have attributed
it to slow thermal emission of holes from a broad energy distribution of hole traps deep in
the band gap (which have been ascribed tentatively to O vacancies) [7, 8]. In this model, it is
assumed that nonequilibrium holes are immediately trapped in these deep traps and therefore
the excess electron density is equated to the density of trapped holes [7, 8]. The electron
mobility is taken as constant and the PC decay is calculated from a rate equation describing
the electron recombination with holes after the latter are thermally emitted back to the valence
band. A more recent version of this model incorporates the effect of potential fluctuations due to
charged interface states on trap energy levels and screening effects to explain an experimentally
observed light intensity dependence of the PC relaxation [9]. The main result of these models
is that the time profile of the PC decay is a function of the energy distribution of deep hole traps
and this has been exploited to deduce this distribution from the experimental decay data [7, 8].
However, such models neglect effects of inhomogeneities such as grain boundary interface
barriers and density fluctuations on carrier transport and recombination. Nevertheless, we have
tried as a first approach to fit a simple version of these models to the PC decay profiles. This is
shown for sample S1 in figure 5. Using a reasonable model density of states that includes
a Gaussian broadened energy distribution of populated hole traps (inset of figure 5), and
assuming an attempt to escape frequency of 1012 s−1, the best fit is obtained when the hole
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trap distribution is centred at 0.85 eV above the valence band. As can be seen in figure 5, the
overall shape of the experimental data is correctly reproduced by the model. However, it fails
to describe the detailed behaviour, as for instance the power-law decay clearly observed for
t > 100 s. Indeed, the shape of the decay curve in this model is found to be very sensitive
to the specific shape of the trap distribution function chosen and this is actually the basis of
previous methods to deduce the distribution of trap energies from the experimental PC decay
data.

One could possibly search for a certain trap distribution in an attempt to force the calculated
curve to fit the power-law decay. However, we chose a different approach, for reasons that will
become apparent below. The decay curves can be well fit by the function (see figure 4):

�σ(t) = �σ(0)(1 + bt)−γ . (1)

Such dependence is deliberately chosen to reproduce the power-law decay for long times and
describes well most of the PC decay curves observed in this study. It is interesting to note that
it can be obtained from a rate equation of the type:

d�σ

dt
= − �σ

τ(t)
, (2)

where

τ (t) = τ0 + t

γ
(3)

with τ0 = (bγ )−1. From the best fit shown in figure 4, we determine two independent
parameters: τ0 = 418 s and γ = 0.33. A possible interpretation of this result is as follows: for
short times t → 0 most holes are still trapped in deep states and the recombination rate is very
low, of the order of τ−1

0 . Indeed, assuming that τ0 is limited by the mean hole thermal emission
time from the deep levels to the valence band edge, we can estimate a corresponding energy
level of:

E ≈ kBT ln(sτ0) = 0.87 eV (4)

(kB is the Boltzmann constant, T the measurement temperature and s ≈ 1012 s−1 is the attempt-
to-escape frequency) which is consistent with that estimated earlier for the deep hole trap
distribution. For large t � γ τ0, the phenomenological relaxation time τ increases linearly as
t/γ . A linearly time-dependent PC relaxation time was previously predicted by Sheinkman and
Shlik (S–S) [10] who considered the influence of spatial inhomogeneities on carrier transport
and recombination in disordered semiconductors. Their basic assumption in their simple model
is that due to inhomogeneities, such as grain boundaries or low-density regions, internal electric
fields (or potential barriers) exist in the material that spatially separate electrons and holes, thus
inhibiting the recombination. As pointed out in [10], the extra charge injected by illumination
tends to flatten down the bent bands at interfaces and hence the height of the potential barriers
should be a decreasing function of the nonequilibrium charge carrier density. During relaxation,
the carrier density decreases by recombination across the barriers, leading to a gradual recovery
of the potential barriers and therefore to an increase of the recombination time. For the
case of nanocrystalline TiO2, it is expected that deep states due to defect complexes will
preferentially occur at interfaces between crystallites. Trapping of holes in these states will
obviously affect the space charge and hence the interfacial barrier heights. The slow thermal
release of these holes would then still be the rate determining step at short times, as proposed in
earlier models [7–9]. But here, in contrast, carriers are spatially separated and therefore need to
surmount a time-dependent potential barrier before recombining. As time evolves, the barriers
become higher and the recombination time increases linearly, as observed here and predicted by
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(a) (b)

Figure 6. Schematic description of possible models for persistent PC in TiO2. (a) Homogeneous
TiO2 model: bands are flat and recombination occurs immediately after thermal emission of a hole
from a deep trap, (b) inhomogeneous TiO2 model: band bending occurs due to trapped charge at
interfaces between different regions (i.e. crystallites, amorphous or differing density). Holes and
electrons are spatially separated and need to surmount a barrier after the hole has been emitted from
the trap to recombine. The barrier becomes higher as recombination proceeds and the recombination
time increases.

S–S [10]. A schematic representation of the situation is depicted in figures 6(a) and (b). This
result indicates that care must be exercised when extracting trap distributions from PC time
decay profiles. In the appendix, the relationship between equations (1)–(3) and the parameters
from the S–S model is given.

It is somewhat striking that both PC data for S1 and S2 (figure 5) are consistent with
practically the same deep hole trap energies with respect to the valence band edge despite
their different microstructure (i.e. S2 is more rutile-like and has smaller crystallites and poorer
morphology as compared to S1). Although the origin of hole traps in TiO2 is still a matter
of debate, it is well known that localized band gap states are created by high temperature
reductions, showing that O vacancies or Ti interstitials are involved. Photoemission studies
in TiO2 thin films show that thermal reduction leads to band gap states at about the same
energy with respect to the valence band edge in anatase and rutile [28], and there is supporting
evidence to this result from luminescence measurements [29, 30]. This trend is consistent with
a molecular-orbital picture [31] where the gross features of defect energetics are determined
by the TiO6 octahedral units that constitute both anatase and rutile TiO2. Furthermore, random
structural disorder should affect these states only indirectly (i.e. mostly broadening and little
shifting). A trap distribution peaked at ∼0.85 eV, found to be consistent with our interpretation
of the PC decay data, is in close agreement with values found in previous studies of TiO2 and
ZnO (∼0.9 eV).

The next question to be addressed is the reason for the much lower absolute PC values
observed for S2 as compared with S1. While the status of our study does not yet allow us to
provide a definite explanation at present, few plausible possibilities can be anticipated. First,
owing to the significantly smaller mean crystallite size in S2 as compared to S1 (see table 1),
the density of grain boundary regions in S2 is much larger. This means that electrons in
conduction states will have larger scattering, implying a lower mobility and hence a smaller
PC. Another possible reason is related to the larger RMS roughness of S2 as compared to S1
(12 nm versus 6 nm, see table 1) and the coarser lateral morphology (characteristic lateral
length of 300 nm versus 40 nm) that result from the different growth conditions. This coarse
morphology of S2 is indicative of density heterogeneities which could result in high and low
photoconductive regions, the overall photoconductance being determined by the connectivity
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(percolation) of the high PC regions, as proposed earlier for amorphous silicon [32]. The low
photoconductive regions in S2 could also be associated with the high rutile phase component
in this sample (see table 1) and the much larger electron effective mass in rutile than in
anatase [17]. A third possibility concerns a recently proposed filamentary model that assumes
Lévy statistics of waiting times [33] to explain transient resistivity, noise and memory effects in
poorly interconnected nanocrystal thin films. Interestingly enough, the observed and predicted
transients can also be described by power-law time decay and by intermittently conducting
filaments that exhibit current pulses [33]. The fluctuating current behaviour superimposed
on a power-law time decay reported here for S2 could be evidence of such a mechanism
where the overall current of all filaments does not self-average completely. This picture is
particularly interesting as it would provide, if confirmed, an adequate framework to describe PC
transients, current fluctuations and resistance switching [13] effects observed in these samples.
Clearly, more work is needed, and is under way, to elucidate the connection between the film
microstructure and charge transport and phototransport in these nanocrystalline TiO2 films.

5. Conclusion

We have studied the sub-band-gap excited PC time decay in rf-sputter deposited nanocrystalline
TiO2 thin films. The samples exhibit persistent PC behaviour which we ascribe to slow
emission of holes from traps at grain boundaries with energies about 0.85–0.87 eV above the
valence band edge. The PC decay after switching off the light source can be well represented
by a function that is nearly constant for short times and decreases as a power law for long
times (equation (1)). This function has been shown to be consistent with a rate equation
characterized by a lifetime that increases linearly with time (equation (3)). This behaviour is
consistent with a model that invokes electron and hole spatial separation due to excess-charge-
dependent potential barriers at interfaces between grain boundaries and inhomogeneities [10].
This result is expected to have important implications on attempts to determine distributions of
trap energies from PC decay curves in nanocrystalline TiO2. Low absolute PC values observed
in a disordered film deposited at a relatively low substrate temperature are tentatively attributed
to low electron mobilities due to either large scattering at grain boundaries or poor connectivity
of spatially separated photoconductive regions.
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Appendix

S–S [10] assume that the recombination and drift of excess electrons in a heterogeneous
semiconductor are limited by potential barriers Erec and Edr, both being decreasing functions
of the carrier density (n): Erec = An−α and Edr = Bn−β , where A, B , α and β are constants.
Their main result is an ‘instantaneous’ relaxation time of the conductivity that is a linear
function of time:

τinst ≡ σ
∣
∣ dσ

dt

∣
∣

= t + C
kT
A

(
B

kT

)α/β
, (A.1)
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where σ is the experimental conductivity and C is a constant. Using S–S’s definition (A.1) to
calculate the relaxation time from our equation (1), we find that

τinst = (bγ )−1 +
(

t

γ

)

= τ (A.2)

i.e. τinst and τ are equivalent. From (A.1) and (A.2), the relation between the phenomenological
constants b and γ and S–S’s model parameters can be found:

γ = kT

A

(
B

kT

)α/β

(A.3)

and

b = C−1. (A.4)
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